
AI, Robots.txt
Jaime Jiménez

jaime.jimenez@ericsson.com
Ericsson

Jorvas, Finland

Jari Arkko
jari.arkko@ericsson.com

Ericsson
Jorvas, Finland

ABSTRACT
Large LanguageModels (LLMs) and their use of Internet-
sourced material present numerous technical, commer-
cial, legal, societal, and ethical challenges. An emerging
practice proposes extending the robots.txt file to en-
able website owners to declare if they wish to "opt-out"
from having their site’s content used in training AI
models.
This paper explores the topic. We argue that the prob-
lem is much broader than the simple opt-out mecha-
nism, given the coming new applications, the many
different ways to access training material, different AI
techniques, and the need to both facilitate access to
training material and enable opting out from it.
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1 INTRODUCTION
The challenges posed by LLMs and their use of material
from the Internet include preserving content creator
rights, user awareness of whatmaterial has been used in
training the LLMs, monetization models for accessing
material for training purposes, and so on. Significant
commercial and other values depend on proper treat-
ment of these challenges.
The IAB "AI-CONTROL" workshop has called for con-
tributions on one aspect of this, specifically about how
website owners can express their preferences for their
material to be used in training. A potential solution is
emerging for expressing such preferences in the form of
re-using the robots.txt file [13] for this new purpose.
The workshop call for papers requests a critical eval-
uation of whether such a solution is an appropriate
mechanism for the task, whether content creators can
realistically employ it for opting out from the use of
their material, and what the use cases, requirements
and other considerations in this space are.
Our contribution, this paper, stems from the authors’
experience in working with various AI applications
and technologies. We have also worked with Internet
technologies beyond those relating to the open web,
such as various APIs and other services.
This paper tries to convey the complexity of the topic.
In particular, we believe that the needs for identifying
AI robots and material they are allowed to use extend
far beyond the case of a big, commercial and generic
AI model training.
We review the different aspects of the problem space
in Section 2. The state of today’s practices in crawling
for AI is discussed in Section 3. The interaction be-
tween crawlers and APIs is analyzed in Section 4. The
emergence and capabilities of AI agents are covered in
Section 5. An analysis of what could be feasible to do
is detailed in Section 6.
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2 THE LANDSCAPE
In particular, we want to draw attention to:
Ecosystem and Diversity

AI applications and the training they need are very di-
verse.Many are very different from thewell-known gen-
eral purpose models, such GPT-4 [15] or Mistral [10].
It is also important that we recognize the role of con-
tent creators as separate from content providers, such
as users that provide content that is then later further
added to website. The original content creator is of-
ten not the one offering the content on the web, in
some cases they may not even have directly interacted
with each other. There may or may not be agreements
between them detailing the appropriate use of the ma-
terial, and even when such agreements exist they can
be rather one-sided and done begore GenAI became
prominent.
The diversity of ’content’ also extends beyond websites,
e.g., material reached via web APIs, private data sets
that may or may not be reachable on the web, user
actions, network traffic, etc. are also all content.
Facilitating Training Data Retrieval

The opt-out angle is of course important, but perhaps it
would be useful to view it as a part of a broader context.
We wish to enable access to material that can be used
in training and control that access based on preferences
and legal and business constraints.
For instance, various APIs to information play a crucial
role, but can their results be used in training, under
what conditions, and how is this signalled?
Dynamic Behavior

The timing of changes in the ecosystem also creates an
impact, e.g., policy changes after crawling are not easily
taken into account. This is particularly significant as
large AI models take a lot of time and effort to create
and tend to be rather long-lived, whereas policies have
changed recently quite rapidly. Separately created pools
of training data (such as [5] or [2]) also take time to
evolve.
There is often also a desire to base the AI applications on
dynamic information, e.g., to use the up-to-date version
of the information at AI inference time. One could also
imagine the possibility of requesting removal of content
from a trained AI model.

More generally, the use of different AI technologies
impacts the way that they may use training data. For
instance, Retrieval Augmented Generation (RAG) [14]
techniques go beyond ingesting content in a model, as
they simply allow for indexing and later retrieval of
relevant material.

There are policy questions that regard to how content is
ingested in a model vs. how it is used later at inference
time.

The Needs of the AI’s Users

The training process is obviously not just about the
LLMs and the training material they ingest. The users
of the AI matter as well. And for the users, it often
matters more knowing what type of material is used
than whether it can be used. For instance, what code
licenses were used in the training data for an LLM that
provides programming assistance? And does this have
any implications on how the output from the model
can be used?

This need is of course not just a matter for the content
provider (and the original authors) and the AI model
owner. It is a very much also an issue for the users of
the AI model. They need to understand what type of
material and from where has been used to train the
model.

Practical Issues

There are difficulties in distinguishing different uses
of crawling due to how crawling software is often struc-
tured, lack of good identificationmechanisms, andmany
practical consent-related issues [9].

There are also inherent limitations of the robots.txt

file, which is not designed for complex policy expres-
sions, or even expressing policy based on actual mate-
rial use rather than the name of the user agent.

Where APIs are used for information access, a lot of
the API access configuration requires manual effort for
setting up application keys and other context. Could
this be done in-band in the API? Would there be ways
to ensure better machine-readable definition of APIs as
well as the acquisition and contracting of the relevant
credentials?

There are also issues with how massive data sets can
be efficiently and accurately crawled, e.g., can streams
of updates be used instead of repeated crawling?
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3 AI CRAWLING TODAY
AI crawling today is at least twofold: crawling for train-
ing AI models and crawling for real-time inference.

A significant portion of the training data for LLMs
comes from large datasets like "The Pile" and "Common
Crawl," which are aggregates of smaller datasets [5, 17].
These datasets, often hundreds of GBs in size, are fil-
tered and processed into plaintext. Additional datasets
are available on platforms such as Huggingface [7].

These datasets are created by web crawling and fetch-
ing entire websites. The crawled pages were then pro-
cessed and cleaned using tools like "jusText" [11], which
removes boilerplate content like navigation links, head-
ers, and footers from HTML pages. This is because text
containing full sentences is better suited for LLM tok-
enization and consumption.

The crawlers used while creating The Pile were pretty
much the same as those employed for search indexing.
They for example build on top of "Scrapy" [19] or the al-
ready mentioned "Common Crawl’s Crawler" [3]. This
similarity means that a content creator or host may not
easily distinguish between a crawler used for search
indexing and one used for LLM data ingestion - some
crawlers serve both functions like those used by In-
ternet search engines, social networking sites or some
chat applications. Unauthorized AI crawlers can be al-
ready be identified like other bot traffic is; they typically
exhibit high bounce rates and low session durations,
with the caveat that their traffic often originates from
a subset of common IP addresses associated with LLM
vendors.

We propose that a significant portion of AI-related
crawling today is likely for real-time inference . This
is because training costs are prohibitively high, and
obtaining current information requires fetching and
integrating content into the LLM context. This integra-
tion is often done either through Retrieval-Augmented
Generation (RAG) or its variations [4], with cached in-
formation, or directly within the context prompt as a
real-time background task during user interaction with
the LLM.

4 CRAWLERS AND APIS
LLMs are limited by their training data, which can
quickly become outdated. In Generative AI, tools are

used to provide LLMs with current information at in-
ference time, primarily through APIs rather than web
crawling [18], [16]. APIs are the standard interfaces for
accessing third-party services and systems.

For instance, if an LLM is asked to list the top 10 movies
of 2023, it would use the IMDb API to fetch this data
instead of crawling the IMDb website. APIs deliver in-
formation in a structured format, making it easier for
LLMs to process compared to raw HTML. APIs also
allow retrieval of only the necessary information, im-
proving efficiency.

APIs offer fine-grained control through mechanisms
like API keys and OAuth tokens, making them ideal
for real-time data retrieval due to their speed and effi-
ciency. They are more reliable than websites, as they
are designed for system-to-system interaction and are
less likely to change frequently.

5 AI AGENTS ARE COMING
Originally, robots.txt was designed to help automatic
agents find the right content on a website, long before
its use for Search Engine Optimizations (SEO). Modern
AI agents are similar in function but come equipped
with advanced reasoning capabilities. These agents
can decompose a high-level goal into smaller, action-
able tasks and then execute those tasks based on the
input, context, and available tools. The primary differ-
ence between these new agents and traditional web
crawlers is their purpose: while traditional crawlers
are primarily used for data training, AI agents are de-
signed for real-time inference. In a sense, AI agents’
"browsing" patterns more closely resemble a human
user browsing the web or a client application retrieving
data from a service, than a crawler performing massive
data retrieval.

The reasoning aspects for LLM-enhanced agents is a
current field of AI research, many techniques exists [1],
[21], [23], [22] and they are being integrated into AI
agents. They significantly improve the ability of a pro-
gram to perform complex tasks that require strategic
decision-making and problem-solving abilities.

For example a high level task could be: "Send a message
to Jaime telling him the top 10 movies in 2023"; the AI
agent would decompose this high level goal into smaller
actionable items like looking through the user contact
list, crafting the appropriate message and sending a
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GET/POST with the message to the right API endpoint
(e.g., Vonage Service or IMDB for example) with the
appropriate payload. Agents can indeed interact with
existing infrastructure via APIs but they can also crawl
the web.
This is a major change, few years ago clients lacked
semantic understanding of web content [12]. Today’s
LLM-enhanced hypermedia clients, or "smart clients,"
can "understand" web links and payload contents. These
clients can infer that a link with rel=comments leads
to comments about the current resource and know they
should POST there to create a new comment. Such
agents may only need the YAML OpenAPI [8] specifi-
cation and a few examples to interact effectively with
any well-constructed REST API without additional doc-
umentation.
As these new AI applications are deployed, we should
recognize their distinction from traditional crawlers
and develop guidelines that enable responsible use.

6 WHAT CANWE DO?
Existing publications propose a standardized mecha-
nism for explicit consent to fetch website content for
training data [9]. The use of this data at inference time is
intended for tooling and providing real-time responses
based on current data to users, not necessarily for stor-
age.
Currently, robots.txt files can exclude certain website
paths if the crawler’s user-agent identifies itself as an
AI company without the proper copyright permissions.
It is not uncommon to see the Disallow: / directive
used to block AI robots on major websites.
Improving Filtering of AI Crawlers

To better filter AI crawlers, we could implement the
following improvements:
• Introduce a Principle-Based Approach: Instead of a
"user-agent name" based approach, robots.txt could
adopt a principle-based approach. Policies could be
applied based on the intended use of the data (e.g.,
storage, indexing, training, inference), the type of
content, and other relevant criteria.

• Extend the Syntax: The current robots.txt syntax is
too limited for complex policy settings. It is neces-
sary to express which intended uses are appropriate.
Other more complex policies might indicate specific

user agents who, for instance, have full access per
an agreement. Policies might also indicate the type
of license that applies to the content.

Training Policies Beyond Crawling

As is clear from previous sections, data fed to the LLMs
is not limited to traditional crawling. Expressing poli-
cies about intended use of data would be useful in other
contexts as well:
• Policy objects in APIs: It would be useful to be able
to express policies within APIs, for instance as part
of a machine-readable API definition or on a case-
by-case basis upon making an API call. This would
be particularly useful for inference-time AI applica-
tions.

• Policy as a user choice: Users should control how
their content is used, including specifying appropri-
ate intended uses. This choice can be part of their
overall service settings.

Facilitating AI Crawling

We may also consider a different direction, that of sim-
plifying the crawling for AI crawlers. For instance, we
could propose the inclusion of standardized metadata
in the robots.txt file, applicable for both inference and
training.
In its simplest form, this could involve a redirect to
a /norm path for allowed user-agents, where readily
formatted text files with the content would be provided.
Agents would simply ignore other paths and use that
one only.
Contents under the /norm path would be normalized
in plaintext for AI systems. This includes providing
clean text (stripping out HTML tags, scripts, styles, and
other non-content elements) and removing duplicate
content and URLs. The server may also present content
differently based on policy or other criteria.
In order to incentivize content owners to share their
content, methods for incorporating standardized pay-
ment requests within HTTP 402 responses or other
similar mechanisms could be revisited for this purpose
[6] and the robots.txt file could be used to signal its
availability.
Standardizing API Interactions for AI Agents

As introduced in Sections 4 and 5 as APIs are com-
monly used by AI systems, one problem that arises in
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this space seems to be the lack of standardized in-band
configuration interfaces.

• Automatically setting webhooks via the API inter-
face instead of through a configuration web portal.

• Reliably setting up security settings to interact with
the API, such as obtaining web access tokens via the
same in-band API interface.

• Enabling API entry point discovery via a standard
API catalog to allow AI agents to autodiscover and
interact with relevant entry points. The HTTP API
Working Group is already addressing some of these
issues, as seen in [20].
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